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Abstract:	This contribution proposes some additional architectural assumptions.
1 Discussion
This contribution proposes some additional architectural assumptions.
Proposal
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The present study will not consider service-based interfaces with RAN and with UE.
The architecture for the present study shall comply with the existing NWDAF framework as specified in TS 23.288 [5], and 5GS framework as specified in TS 23.501 [2], TS 23.502 [3] and TS 23.503 [4].
NOTE 1:	The study will consider the related work done by SA WG5, CT WG4 and reuse it when possible.
NOTE 2:	Security aspects are to be addressed by SA WG3. 
Regarding AI/ML cross-domain coordination aspects, work will be based on the possible requirements defined by RAN WGs considering the conclusions in 3GPP TR 38.843 [6].
NOTE 3:	UE data collection, model delivery and transfer to the UE and model identification/management are not within the scope of the study.
NOTE 4:	RAN and UE is out of scope for any AI/ML operations related to Vertical Federated Learning, VFL.
Editor's note: 	NOTE 3 should also be reflected in description of key issue for objective WT#1.4 and NOTE 4 should also be reflected in description of key issue for objectiveWT#2.
The VFL process shall only include supervised learning(i.e. ML model training with label/ground truth data)
The training of ML model shall be done by NWDAF, VFL is an exception.
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